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Abstract—In this paper, a new technique for implementing
low-energy double-edge triggered flip-flops is introduced. The
new technique employs a clock branch-sharing scheme to reduce
the number of clocked transistors in the design. The newly pro-
posed design also employs conditional discharge and split-path
techniques to further reduce switching activity and short-circuit
currents, respectively. As compared to the other state of the
art double-edge triggered flip-flop designs, the newly proposed
CBS_ip design has an improvement of up to 20% and 12.4% in
view of power consumption and PDP, respectively.

Index Terms—CMOS, double edge, flip-flop, low power.

I. INTRODUCTION

THE CLOCK system, which consists of the clock distribu-
tion network and timing elements (flip-flops and latches),

is one of the most power consuming components in a VLSI
system [1]–[5]. It accounts for 30% to 60% of the total power
dissipation in a system [6]. As a result, reducing the power con-
sumed by flip-flops will have a deep impact on the total power
consumed.

Voltage scaling is the most effective way to decrease power
consumption, since power is proportional to the square of the
voltage. However, voltage scaling is associated with threshold
voltage scaling which can cause the leakage to increase expo-
nentially [3].

Besides supply voltage scaling, double-edge clocking
can be used to save half of the power on the clock dis-
tribution network. The

. Cutting the frequency of
the clock by one half will halve the power consumption on the
clock distribution network.

In view that most double-edge flip-flops (DEFF) are de-
veloped from single-edge designs (SE), a brief review of SE
topology is as follows. There is a wide selection of flip-flops

Manuscript received February 15, 2006; revised October 6, 2006. This work
was supported in part by Broadcom Inc. under a Grant, by Emulex Inc., by the
U.S. Department of Energy (DoE), by EETAPP under Program DE97ER12220,
and by the Governor’s Information Technology Initiative.

P. Zhao and R. A. Barcenas are with the Integrated Circuit Design and Em-
bedded System Laboratory, Math and Computer Science Department, Chapman
University, Orange, CA 92604 USA (e-mail: zhao@chapman.edu).

J. McNeely and M. A. Bayoumi are with the Center for Advanced Com-
puter Studies, University of Louisiana at Lafayette, Lafayette, LA 70504 USA
(e-mail: jbm8240@cacs.louisiana.edu; mab@cacs.louisiana.edu).

P. Golconda is with Intel Corporation, Folsom, CA 95630 USA.
W. Kuang is with the Department of Electrical Engineering, Pan American

University, Edinburg, TX 78539 USA.
Digital Object Identifier 10.1109/TVLSI.2007.893623

in the literature [1]–[18]. Many contemporary microprocessors
selectively use master–slave and pulsed-triggered flip-flops
[3]. Traditional master–slave single-edge flip-flops [7]–[9]are
made up of two stages, one master and one slave. Another
edge-triggered flip-flop is the sense amplifier based flip-flop,
SAFF [10]. All of these hard edged-flip-flops are characterized
by a positive setup time, causing large D-to-Q delays. Alterna-
tively, pulse-triggered flip-flops reduce the two stages into one
stage and are characterized by the soft edge property. 95% of
all static timing latching on the Itanium 2 processor use pulsed
clocking [11]. Pulse triggered flip-flops could be classified into
two types: the implicit pulse-triggered flip-flops [12]–[14]and
the explicit pulse-triggered flip-flops [14]–[16].

Explicit-pulsed flip-flops (ep-FF) and implicit-pulsed
flip-flops (ip-FF) have different features. First, ep-FF can have
the pulse generator being shared by neighboring flip-flops, a
technique that is not straightforward to utilize in ip-FF. This
sharing can help in distributing the power overhead of the
pulse generator across many explicit-pulsed flip-flops. Pulse
generators are shared in the Itanium Processor [11]. Second,
ep-FF could have the advantage of better performance since the
height of the nMOS stack in ep-FF is less than that in the ip-FF
[3]. However, ep-FF cannot be used with dynamic logic.

This paper is organized as follows. Section II surveys the
previous published DE art and classifies them into three groups.
Section III presents the new proposed clock branch sharing
DEFF, and Section IV presents simulation results. Section V
concludes the paper.

II. TECHNIQUES FOR IMPLEMENTING DOUBLE EDGE

TRIGGERED FLIP-FLOPS

We survey the previous art of DEFF and categorize them into
three groups: conventional DEFF, explicit pulsed DEFF, and im-
plicit pulsed DEFF. For these three categories, we analyze the
clock pulse generating scheme as well as the data latch scheme.

The DEFF design will use more clocked transistors than
SEFF design generally. However, the DEFF design should not
increase the clock load too much. The DEFF Design should aim
at saving energy both on the distribution network (by halving
the frequency) and flip-flops. It is preferable to reduce circuits’
clock loads by minimizing the number of clocked transistors
[1]. Furthermore, circuits with reduced switching activity
would be preferable. Low swing capability is very helpful to
further reduce the voltage on the clock distribution network
for power saving, if applicable. Due to the fact that voltage
scaling can reduce power efficiently, the cluster voltage scaling
(CVS) systems are widely used. This indicates that flip-flops
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Fig. 1. General scheme for conventional dual-edge flip-flop.

Fig. 2. Conventional dual-edge flip-flop.

with level converting ability could be used in such situations.
So, integrating the level shifter with the flip-flop is helpful.

A. Conventional Master–Slave Double-Edge Triggered
Flip-Flop

The general scheme is shown in Fig. 1. The conventional way
of designing DEFFs is to duplicate the latch part of the single
edge flip-flop to achieve sampling input data at both clock edges.
This approximately duplicates the area, and also increases the
load on the data and the clock inputs, which affects perfor-
mance [14]. This also negatively affects (reduces) the savings
gained from halving the clock frequency on the distribution net-
work. Conventional DEFFs include [18]–[20]. One example of
the conventional DE flip-flop [18]is shown in Fig. 2. The left
branch samples data when , the right branch samples
date when . The data path is duplicated.

B. Flip-Flops With Explicit Pulse Generator Schemes

The master–slave FF has the hard edge property. Pulsed flip-
flops allow cycle stealing and are skew tolerant. Explicit DEFFs
[14], [21]–[23]use a pulse generator outside the latching part;
the data latch part does not need duplication. A general scheme
is shown in Fig. 3. The double-edge pulse generator could be
classified as an XOR using a floating inverter (pMOS, nMOS pair
that does not have a direct connection with or ground), an

Fig. 3. General scheme of explicit pulsed DEFF.

Fig. 4. Dual-edge static hybrid flip-flop (ep-DSFF).

XOR using pass transistors, or an XOR using transmission gate
schemes. The latching part could be transmission gate (TG),
PASS, TSPC-SPLIT, etc.

The schematic diagram of the explicit-pulsed dual-edge trig-
gered static hybrid flip-flop (ep-DSFF) [14]is shown in Fig. 4.
This design achieves a transparency window through an explic-
itly generated pulse. The pulse generator is elegantly designed
based on TG–based XOR logic. The design has a simple struc-
ture on the critical path, so it may have less capacitive load on
the critical path.

However, it has an exposed diffusion input which is subject
to noise and ep-DSFF has a ratio issue [1]. An inverter may be
added to the input of the TG3 to improve the driving ability and
robustness.

C. Flip-Flops With Implicit Pulse-Generator Schemes

Implicit pulsed DE flip-flops [24], [25]use two series devices
embedded in the logic branch receiving a clock and a delayed
clock, respectively. A general scheme is shown in Fig. 5. The
latching part could be TSPC-SPLIT or TSPC.

1) Symmetric Pulse Generator Flip-Flop (SPGFF): The
SPGFF is shown in Fig. 6. This design achieves dual-edge trig-
gering with two symmetric stages. Each stage responds to one
particular transition of the clock, hence, the name symmetric
pulse generator flip-flop [25].

Two stages X and Y of the flip-flop, shown in Fig. 6, work
in opposite phases of the clock; when the clock rises, node Y is
going to be charged and node X holds the value captured at the
rising edge; when the clock is low, node X is precharged and Y
holds the value captured at the falling edge. SPGFF needs five
clock phases to ensure a correct sampling window.

The critical path of the SPGFF is to sample the D to Q
transition at the CLK rising edge. If during the previous CLK1
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Fig. 5. General scheme of implicit pulsed DEFF.

rising edge, and Y is discharged to 0, then D drops to 0;
afterwards when CLK rises, CLK1 falls and begins to charge Y.
Mp4 outputs a 1 to the NAND. At this point, the NAND has both

and as inputs. Following that, the NAND’s output
drops to 0 for a total of 3 gate delays (INV1, MP4, NAND).

Since SPGFF has two symmetric stages, it creates a separate
internal node on each stage in the critical path. In addition, re-
dundant switching exists in these nodes. When an input has a
lower probability, for example if D stays at 1, node X and Y
continually charge and discharge, respectively; the associated
nodes and (inverter output of X and Y) switch accord-
ingly. These switchings consume power but do not produce any-
thing useful; hence, they are redundant switching activities. This
increases the overall power consumption since there are four re-
dundant nodes.

Due to the dynamic nature of each stage, if D changes from
“1” to “0” after evaluation begins, neither internal node X nor
Y can be pulled up, therefore, this transition will not
be evaluated during the current clock cycle.

Glitches exist at the output [25]; because of this, caution must
be taken when driving the next logic gate to avoid noise propa-
gation.

2) Double-Edge Conditional Precharge Flip-Flop
(DECPFF): The DECPFF [25], Fig. 7, includes an imple-
mentation of the conditional precharge technique. Signal Q
is used as a feedback signal to control precharging to reduce
redundant switching activity. When D remains at 1, Q also re-
mains at 1, thus disconnecting the precharge path by turning off
P1. It uses the clocked branch separating/duplicating scheme.
The nMOS clocked transistors of the 1st branch are the same
structure as the nMOS clocked transistors of the second branch
(in circles in Fig. 7). Both branches of the nMOS clocked tran-
sistors receive exactly the same clocks (CLK, CK, and CKD).
However, the two clock branches work separately. Since it has
a complex clocking structure and a large number of transistors
that switch with the clock, the benefit of reducing redundant
switching activity is somewhat offset by the large clocking
power.

While SPGFF has a total of 16 clocked transistors (including
those in the pulse generator and those embedded in the logic),

Fig. 6. Symmetric pulse generator flip-flop (SPGFF), total of 32 transistors
including 16 clocked transistors.

Fig. 7. Double edge conditional precharge flip-flop, total of 33 transistors in-
cluding 21 clocked transistors.

DECPFF has 21 clocked transistors; its total number of transis-
tors is 33, one more than SPGFF. The complex structure as well
as the large number of clocking transistors increase the clock
load and power consumption. In view of how to implement
double-edge clocking, SPGFF uses five (21-16) clocked transis-
tors less than DECPFF, thus, it is more efficient than DECPFF.
We will not discuss DECPFF further in this paper.
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Fig. 8. Proposed CBS_ip flip-flop.

III. PROPOSED DE CLOCK BRANCH SHARING IMPLICIT

PULSED FLIP-FLOP (CBS_IP)

Conventional DEFFs duplicate the area and the load on the in-
puts. Explicit pulsed DEFFs use external clock pulse generators,
which increase the power. In addition, explicit pulsed DEFFs
cannot work with dynamic logic. SPGFF uses implicit pulsing;
however, it has four internal redundant switching nodes. Unlike
SPGFF, DECPFF eliminates the redundant switching activity,
however, the number of clocked transistors reaches 21, and the
clock branch duplicating structure is complex.

To ensure efficient implementation of double-edge clock trig-
gering in an implicit pulsed environment and to overcome the
problem with previous implicit pulsed flip-flops which is the
large clock load, a novel clock branch sharing topology is pro-
posed. The sharing concept is similar to the single transistor
clocked FF [26]and another clock branch sharing flip-flop [27].
In this new clock branch sharing scheme, Fig. 8, the two groups
of clocked branches in the previous clock branch seperating
scheme (DECPFF, Fig. 7) are merged; (N1, N3), (N2, N4) are
shared by the first stage and second stage (in the doted circle).
Note that a split path (node X does not drive nMOS N6 of the
second stage, which is in the output discharging path) is used to
ensure correct functioning after merging. The advantage of this
sharing concept is reflected in reducing the number of transistors
required to implement the clocking branch of the double-edge
triggered implicit-pulsed flip-flops. Without this sharing, the
number of clocked transistors would be much larger than the
number of transistors used with the sharing concept. Recall that
clocked transistors have a 100% activity factor and consume a
large amount of power. Reducing the number of clocked tran-
sistors is an efficient way to decrease the power [1].

Using Pseudo nMOS (always on pMOS P1) in CBS_ip
takes advantage of the fact that D and Qb have inversed po-
larity resulting from the conditional discharge technique. The
discharging path only stays ON for a short while, yielding

only a little short circuit current. An inverter is placed after Q,
providing protection from direct noise coupling [14].

The double edge triggering operation of the flip-flop, Fig. 8,
is as follows. Q_fdbk is used to control N7. When CLK rises,
CLKB will stay high for a short interval of time equal to one
inverter delay. During this period, the clocked branch (N1 and
N3) turns on and the flip-flop will be in the evaluation period.
Note that the other clocked branch (N2 and N4) is disconnected.
When CLK falls, CLKB will rise, and CLKB_delay will stay
HIGH for one inverter delay period during which the transis-
tors N2 and N4 are both on, and the flip-flop is in the evaluation
mode. The first stage in the design is responsible for capturing

input transitions of D. The internal node X will dis-
charge causing the outputs Q and Qb to be HIGH and LOW, re-
spectively; N7 turns off by ; If the input D stays “1,”
the first stage is disconnected from ground in the later evalua-
tions preventing node X from experiencing redundant switching
activity. The second stage, on the other hand, is responsible for
capturing the input transitions. In this case, the falling
transition of the input will cause the pull down network of the
second stage to be ON and, thus, forcing the output nodes Q and
Qb to be 0 and 1, respectively.

Using a split path in CBS_ip (P2 is driven by X, N2 by Y,
respectively), the capacitance on node X is much smaller than
that on node Q, which causes a significant difference in propa-
gation delay through the FF. The reason for this is that node X
only drives one device, P2. To further reduce latency, clocked in-
verters I1 and I2 are placed to drive bottom clocked transistors
N1 and N2, respectively. Before the clock rising/falling edge,
the output of I1/I2 turns on N1, N2, respectively, thus, the in-
ternal nodes A and B are discharged to ground before evalu-
ation correspondingly, and this can reduce the discharge time.
Though it has four stacked transistors in the first stage, the above
methods (split path, and moving the early signals near GND)
help to reduce the high stack’s negative effect on delay.

Using the conditional discharge technique, Q_fdbk turns off
N7 in two gate delays, so we need not use a 3-inverter delay
in the clock pulse window. The one inverter window width is
sufficient for node X to discharge to ground. The reasons are
as follows. First, node X has a much smaller capacitive load
than that at Q. Further, we can adjust the one-inverter-delay by
weakening the nMOS in I1 and I2. Note that the nMOS in I2
and I1 control the gate of N1 and N2. Weakening of the nMOS
can be achieved by using the width , and increasing
the length (L) of the nMOS (since the resistance is proportional
to L/W). So, when L increases, the resistance increases. This
allows N1 and N2 to stay ON longer after the clock rising/falling
edge, respectively, before being turned off by the nMOS in I1
and I2, thus, enlarging the pulsewidth.

For the four stacked transistors, N5, N1, N3, and N7, charge
sharing may occur when three of them become ON at the same
time. A properly sized always-ON pMOS P1 enables a constant
charging path, which reduces the effect of charge sharing. P1,
N1, N2, and N3 should be properly sized to ensure a correct
noise margin; the value of VOL should be small [28].

In summary, the clock-sharing scheme reduces the number
of clocked transistors. The reduction of the number of clocked
transistors reduces the switching activity, decreasing the power
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Fig. 9. One layout of CBS_ip.

usage. Also, the pseudo-nMOS replaces the pMOS clocking
scheme. In addition, the conditional discharge technique and
split path technique are used to reduce redundant switching ac-
tivity at node X and reduce the short circuit power consumption,
respectively.

IV. SIMULATION RESULTS

The simulation results were obtained from HSPICE simula-
tions in 0.18- m CMOS technology at room temperature. Each
design is simulated using the circuit at the layout level. In deep
submicron technology, delay strongly depends on the internal
gate capacitance, parasitic capacitance, and wiring capacitance.
Further, the capacitance affects the dynamic switching power
and the short circuit power as well. All capacitances that are
greater than 0.0 fF were extracted from layouts, such that we
can simulate the circuit more accurately.

For the CBS_ip layout, Fig. 9, we used a vertical orientation
[29]when laying out the nMOS transistors in the first stage and
second stage, resulting in an efficient layout, which matches the
nMOS of the first stage and the second stage in the schematic.

Modern CMOS logic style has a typical activity factor of
about 0.1, while the clocks have an activity factor of 1 [1], [14].
To fairly reflect all the number of transistors that switch with the
clock, in this paper we consider 100% switching activity tran-
sistors as those transistors in the clock pulse generator as well
as those within the logic branch that are directly driven by the
clock signals.

The setup used in our simulations is shown in Fig. 10. In
order to obtain accurate results, we have simulated the circuits
in a real environment, where input buffers drive the flip-flop in-
puts (clock and data), and the outputs are required to drive an
output load. The value of the capacitance at the load at Q is 21
fF (CBS_ip and ep-DSFF have their load at Qb). An additional
capacitance is placed after the clock driver in the amount of 3 fF.
Assuming uniform data distribution, we have supplied input D
with pseudorandom input data with an activity factor of 18.7%
to reflect the average power consumption [2], [30]. Power con-
sumed in the data and clock drivers are included in our measure-
ments. The clock frequency was 125 MHz.

Delay is measured from data D to output Q (except for
CBS_ip and ep-DSFF, where delay is measured from D to Qb).
Delay is the sum of the setup time plus CQ delay [1], [2]. The
D-to-Q delay [30] was obtained using a similar technique as
introduced in [14]. Minimum D-to-Q delay is an appropriate
metric for flip-flops because it reflects the correlations between
D-to-Clock delay, Clock-to-Q delay, and the D-to-Q delay.

Fig. 10. Setup used for simulation.

Fig. 11. Power delay curves.

Circuits were optimized for minimum power delay product
(PDP). The D-to-Q delay is obtained by sweeping the LOW-to-
HIGH and HIGH-to-LOW data transition times with respect to
the clock edge, and the minimum data to output delay corre-
sponding to optimum setup time is recorded [14]. Since both
clock edges are used to sample data in DEFF, four cases of DQ
are checked: sweep the high to low data transition, the same
way as [14], with respect to the clock rising edge/falling edge,
respectively; then sweep the low to high data transition with re-
gard to the clock rising/fall edge, respectively, too. The worst
case DQ delay is recorded. The HSPICE built in optimization
capability is used in finding the minimum DQ.

For a fair comparison, we present the power versus delay
curve. Fig. 11 shows the curve of power consumption at dif-
ferent minimum D-to-Q propagation delays for the flip-flops:
CBS_ip, SPGFF, and ep-DSFF. We recorded the D-to-Q delay
in the range of 150 to 350 ps to plot the curve. The transistor
sizes increase while the delay decreases. This results in a plot
of the power versus delay curve. Power is reduced in the case of
CBS_ip by about 20% over SPGFF at the target D-to-Q delay
of 170 ps. In view of PDP, the CBS_ip improved 12.4% over
SPGFF.

Table I presents the comparison between the SPGFF,
ep-DSFF, and the newly proposed CBS_ip. We analyze dif-
ferent designs in view of PDP, DQ delay, power, low swing
driving ability, total transistor width, area, CQ delay, setup
time, and leakage power. A waveform of D making a
transition is shown in Fig. 12.

SPGFF suffers from large power consumption because of the
large number of the nodes switching with the clock. Since the
CMOS logic style has a typical activity factor of about 0.1, the
clocks have an activity factor of 1 [1], [14]. Further, there are
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TABLE I
COMPARING THE FLIP-FLOP IN TERMS OF DELAY, POWER, AND POWER DELAY PRODUCT

� Includes clocked transistors that switch with the clock both in the pulse generator and in the latch part.
� CBS_ip and ep-DSFF use DQb, CQb, respectively.
� ep-DSFF has an exposed input diffusion susceptible to noise [1], if one inverter is added at the input, its PDP would degrade.
� All the designs are implemented in layout.

Fig. 12. D makes a 0� > 1 transition.

four nodes (X, Y, , and ) switching redundantly at each
clock rising edge and falling edge when D remains 1, without
doing useful work. It also has a glitch at the output.

The ep-DSFF has only two gates in the critical path with a
simple structure. However, it has an explicit pulse generator
where two transmission gates have a current contention problem
when the clock switches [25]. Furthermore, the exposed input
diffusion of transmission gate TG3 makes ep-DSFF susceptible
to noise [1], meanwhile the inverter I5 should be very weak to
reduce fighting with incoming data input D for performance
purposes. So one inverter could be placed before D feeds to
the transmission gate (TG3) to improve robustness and driving
ability, but the power and delay will degrade from those results
in Table I. ep-DSFF has four clocked inverters as SPGFF does,
but SPGFF has more redundant switching activity at X, Y, ,
and in addition to ten more transistors in total number and
two more clocked transistors, so ep-DSFF has less power than
SPGFF.

In view of power of all the designs, the newly proposed
CBS_ip has the lowest power consumption. The low power
consumption is due to four main factors. First, it has a clock
branch sharing topology, where fewer transistors are clocked,
which efficiently reduces the clock load. Second, the condi-
tional discharge technique employed in the latch eliminates the
redundant switching activity. Third, the split path technique
reduces the short circuit current in the second stage. Fourth, an

implicit pulse generator scheme with one inverter delay is used
which further reduces power consumption.

In view of PDP, CBS_ip is comparable to ep-DSFF and better
than SPGFF. However, ep-DSFF has a drawback of an exposed
input diffusion subject to noise and a ratio concern. Standard
cell latches are usually built with buffered inputs rather than
exposed diffusion nodes [1]. If add one inverter at the input to
avoid the exposed input diffusion, ep-DSFF’s PDP will degrade.
In addition, ep-DSFF uses an explicit pulse generator, so it can
not be used with dynamic logic.

CBS_ip could work when D and CLK are using a low supply
voltage, so it could be used as a level converting flip flop, similar
to [31]and [32], to be placed where a low-voltage block meets
a high-voltage block between pipeline stages in CVS systems.
ep-DSFF cannot work with low swing clock.

Besides the typical condition (TT design corner), CBS_ip is
simulated in the design corners of FF, SS, SF, and FS, it works
correctly for all process corners.

Through simulation, we find that the power consumed by the
always on pMOS P1 (including the short circuit current and
the charging current to pull up node X to 1) is less than 5%
of the total power consumption of the CBS_ip. Although P1 is
always ON, short circuits only occur when D makes a transi-
tion of . Then, Qb_fdbk disconnects the discharge path
after two gate delays (turning off N7). After that, if D stays
HIGH, the discharge path is already disconnected by N7; there
would be no further short circuit. Essentially, the conditional
discharge technique enables the use of pseudo-nMOS in this
flip-flop. Pseudo-nMOS could be used in CDFF [31]and other
flip-flops as well.

Table I shows the leakage power, CBS_ip has smaller
leakage power since it has a high stack (five transistors). With
feature size shrinking, the leakage current increases rapidly,
the MTMOS technique could be used to reduce leakage power
consumption [33]. Further, with technology scaling, process
variation tolerant technique like combination of adaptive body
bias and adaptive VDD may be used to improve functionality,
performance of the die [34]. Reducing the variation of the op-
timal clock duty cycle from the symmetrical clock is important
[25].

V. CONCLUSION

In this paper, we surveyed the double-edge clocking flip-flops
and classified them into three groups. Conventional DEFF du-
plicate the latching component, hence duplicating the area and
increasing the input loads. The explicit DE pulsed flip-flops have
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an external pulse generator, so they have higher power consump-
tion.

The newly proposed CBS_ip uses a clock branch sharing
scheme to sample the clock transitions, which efficiently re-
duces the number of clocked transistors and results in lower
power while maintaining a competitive speed. It employs the
conditional discharge technique and the split path technique to
reduce the redundant switching activity and short circuit cur-
rent, respectively. The CBS_ip flip flop has the least number of
clocked transistors and lowest power; hence, it is suitable for
use in high-performance and low-power environments.
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[25] N. Nedović and V. G. Oklobdžija, “Dual-edge triggered storage ele-
ments and clocking strategy for low-power systems,” IEEE Trans. Very
Large Scale Integr. (VLSI) Syst., vol. 13, no. 5, pp. 577–590, May 2005.

[26] P. Zhao, T. Darwish, and M. Bayoumi, “Low power and high speed ex-
plicit-pulsed flip-flops,” in Proc. 45th IEEE Int. Midw. Symp. Circuits
Syst. Conf., 2002, pp. 477–480.

[27] ——, “Low power conditional-discharge pulsed flip-flops,” in Proc.
Int. Conf. Embedded Syst. Applicat., 2003, pp. 204–209.

[28] D. A. Hodges, H. G. Jackson, and R. A. Saleh, Analysis and Design of
Digital Integrated Circuits, 3rd ed. New York: McGraw-Hill, 2004.

[29] J. P. Uyemura, Introduction to VLSI Circuits and Systems. New York:
Wiley, 2002.

[30] V. Stojanovic and V. Oklobdzija, “Comparative analysis of
master–slave latches and flip-flops for high-performance and low
power system,” IEEE J. Solid State Circuits, vol. 34, no. 4, pp.
536–548, Apr. 1999.

[31] P. Zhao, G. P. Kumar, and M. Bayoumi, “Contention reduced/con-
ditional discharge flip-flops for level conversion in CVS systems,” in
Proc. IEEE Int. Symp. Circuits Syst. (ISCAS), 2004, pp. 669–672.

[32] F. Ishihara, F. Sheikh, and B. Nikolic, “Level conversion fro dual-
supply voltage,” IEEE Trans. Very Large Scale Integr. (VLSI) Syst., vol.
12, no. 2, pp. 185–195, Feb. 2004.

[33] J. Tschanz, Y. Ye, L. Wei, V. Govindarajulu, N. Borkar, S. Burns, T.
Karnik, S. Borkar, and V. De, “Design optimizations of a high perfor-
mance microprocessor using combinations of dual-Vt allocation and
transistor sizing,” in IEEE Symp. VLSI Circuits, Dig. Tech. Papers,
2002, pp. 218–219.

[34] J. Tschanz, K. Bowman, and V. De, “Variation-tolerant circuits:
Circuits solutions and techniques,” in Proc. IEEE Symp. Des. Autom.
Conf., 2005, pp. 762–763.

Peiyi Zhao (S’02–M’05) received the B.Sc. degree
in electronic engineering from Zhejiang University,
Hangzhou, China, in 1987, and the Ph.D. degree
in computer engineering from the University of
Louisiana, Lafayette.

Since 2005, he has been an Assistant Professor
in Chapman University, Orange, CA. He has been
a graduate student researcher in the VLSI Research
Group, The Center for Advanced Computer Studies,
University of Louisiana since 2001. He worked with
the Ningbo Radio Factory, Ningbo, China, from

1987 to 1995, designing FM/AM radio, television, and tape cassette recorders.
From 1995 to 1999, he was with Ningbo Huaneng Corporation. His research
interests include digital/analogue circuit design, low power design, and digital
VLSI design. He has one patent pending.



ZHAO et al.: LOW-POWER CLOCK BRANCH SHARING DOUBLE-EDGE TRIGGERED FLIP-FLOP 345

Jason McNeely (S’99) received the B.S. degree in
electrical engineering and the M.S. degree in com-
puter engineering from The University of Louisiana,
Lafayette, in 2001 and 2003, respectively, where he is
currently pursuing the Ph.D. degree in computer en-
gineering.

His research interests include low-power VLSI de-
sign, video compression, and sensor fusion

Pradeep Golconda received the Bachelors degree
in electronics and communications engineering from
Osmania University, Hyderabad, India, in 2002, and
the Masters degree in computer engineering from
University of Louisiana, Lafayette, in 2004.

He has been with Intel Corporation, Folsom, CA,
since 2004, where his work includes implementation
and validation of low power and high performance
mobile chipset designs.

Magdy A. Bayoumi (S’80–M’84–SM’87–F’99) re-
ceived the B.Sc. and M.Sc. degrees in electrical engi-
neering from Cairo University, Cairo, Egypt, in 1973
and 1977, the M.Sc. degree in computer engineering
from Washington University, St. Louis, MO, in 1981,
and the Ph.D. degree in electrical engineering from
the University of Windsor, Windsor, ON, Canada, in
1984.

Currently, he is the Director of the Center for Ad-
vanced Computer Studies (CACS), Department Head
of the Computer Science Department, the Edmiston

Professor of Computer Engineering, and the Lamson Professor of Computer
Science at The Center for Advanced Computer Studies, University of Louisiana
at Lafayette, where he has been a faculty member since 1985. He has edited
and co-edited three books in the area of VLSI signal processing. He was an
Associate Editor of the Circuits and Devices Magazine and is currently an As-
sociate Editor of Integration, the VLSI Journal, and the Journal of VLSI Signal
Processing Systems. He is a Regional Editor for the VLSI Design Journal and
on the Advisory Board of the Journal on Microelectronics Systems Integration.
He has one patent pending. His research interests include VLSI design methods
and architectures, low power circuits and systems, digital signal processing ar-
chitectures, parallel algorithm design, computer arithmetic, image and video
signal processing, neural networks, and wideband network architectures.

Dr. Bayoumi was a recipient of the University of Louisiana at Lafayette 1988
Researcher of the Year Award and the 1993 Distinguished Professor Award. He
was an Associate Editor of the IEEE Circuits and Devices Magazine, the IEEE

TRANSACTIONS ON VLSI SYSTEMS, the IEEE TRANSACTIONS ON NEURAL

NETWORKS, and the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS-II:
ANALOG AND DIGITAL SIGNAL PROCESSING. From 1991 to 1994, he served on
the Distinguished Visitors Program for the IEEE Computer Society and he is on
the Distinguished Lecture Program of the Circuits and Systems Society. He was
the Vice President for the technical activities of the IEEE Circuits and Systems
Society. He was the co-chairman of the Workshop on Computer Architecture
for Machine Perception in 1993 and is a member of the Steering Committee
of this workshop. He was the General Chairman of the 1994 MWSCAS and is
a member of the Steering Committee of this symposium. He was the General
Chairman for the 8th Great Lake Symposium on VLSI in 1998. He has been
on the Technical Program Committee for ISCAS for several years and he was
the Publication Chair for ISCAS’99. He was also the General Chairman of the
2000 Workshop on Signal Processing Design and Implementation. He was a
founding member of the VLSI Systems and Applications Technical Committee
and was its Chairman. He is currently the Chairman of the Technical Committee
on Circuits and Systems for Communication and the Technical Committee on
Signal Processing Design and Implementation. He is a member of the Neural
Network and the Multimedia Technology Technical Committees. Currently, he
is the faculty advisor for the IEEE Computer Student Chapter at the University
of Louisiana at Lafayette.

Robert A. Barcenas received the B.S. in computer
science with an emphasis in integrated circuit design
from Chapman University, Orange, CA, in 2006.

He is currently an Associate Design Engineer in
Fluor Enterprises Inc.

Weidong Kuang received the B.S. and M.S. degrees
from Nanjing University of Aeronautics and Astro-
nautics, Nanjing, China, and the Ph.D. degree from
the University of Central Florida, Orlando, all in elec-
trical engineering, in 1991, 1994 and 2003, respec-
tively.

Since August 2004, he has been with the De-
partment of Electrical Engineering, University of
Texas–Pan American, Edinburg, TX, where he is
now an Assistant Professor. From April 1994 to
June 1999, he was with Beijing Institute of Radio

Measurement, Beijing, China, where his work involved the development
of phased-array radar systems. His research interests include asynchronous
circuits, low power IC design, and fault tolerance in digital VLSI circuits.


